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Semi-elliptic Cauchy problems in finance (on

the domain [0, T ]× Rn):

(i) : Diffusion models of Hörmander type:
∂u
∂t = 1

2
∑m
i=1A

2
i u+A0u

u(0, x) = f(x),
(1)

(ii) CP with Integro-differential operator A
∂v
∂t(t, x) = Av (t, x),

v(0, x) = f(x).
(2)
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More precisely:

(i) : vector fields with (aji ∈ C∞b (Rn))

Ai =
n∑

j=1

aji
∂

∂xj
, (3)

which satisfy a Hörmander type condition,

i.e. for all x the sets{
Ai,

[
Aj, Ak

]
,
[[
Aj, Ak

]
, Al

]
, · · · |

1 ≤ i ≤ m, 0 ≤ j, k, l · · · ≤ m
}
(4)

span some subspace of dimension d ≤ n.

(ii) CP with Integro-differential operator A

A[f ](x) ≡
1
2
∑
ij aij(x)

∂2

∂xi∂xj
f(x) +

∑
i bi(x)

∂
∂xi
f(x)+∫ [

f(x+ z)− f(x)− ∂f
∂x(x) · z1D(z)

]
ν(x, dz).

(5)
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Densities and characteristic functions:

(i) Densities (for time-homogenous models) sat-

isfy: 
∂p
∂t = 1

2
∑m
i=1A

2
i p+A0p

p(0, x, y) = δy(x),
(6)

(ii) CP for characteristic function by Fourier-

transform w.r.t. y
∂p̂
∂t(t, x, u) = Ap̂ (t, x, u),

p̂(0, x, u) = exp(iux).
(7)
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Probabilistic context for (i)

Theorem 1 Let T > 0 and let

b : [0, T ]× Rn → Rn, σ : [0, T ]× Rn → Rn×m

be measurable functions; for x ∈ Rn, t ∈ [0, T ]

|b(t, x)|+ |σ(t, x)| ≤ C(t+ |x|), (8)

for some constant generic C > 0, and wher

|σ(t, x)| =
√∑

ij |σij|2 (|.| denoting the Euclidean

norm). Assume that for x ∈ Rn, t ∈ [0, T ]

|b(t, x)−b(t, y)|+|σ(t, x)−σ(t, y)| ≤ C|x−y|. (9)

Then the stochastic differential equation

dX(t) = b(t,X(t))dt+ σ(t,X(t))dW (t),

X(0) = x
(10)

has a global unique t-continuous solution.
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However densities may exist only in a distribu-

tional sense for semi-ellitic problems even if

bi, σij ∈ C∞b ([0, T ]× Rn) .

Consider 
∂u
∂t = 1

2σ
2∂2u
∂x21

+ µ ∂u
∂x2

,

u(0, x) = f(x1) + g(x2).

(11)

The solution of this equation is∫
R f(y1)

1√
2πt2

exp
(
−(x1−y1)2

2σ2t

)
dy1

+g(x2 + µt).

(12)

This leads us to a ‘distributional density’ of the

form

p(t, x, y) := 1√
2πt2

exp
(
−(x1−y1)2

2σ2t

)
×

δ(x2 + µt− y2).

(13)
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Indeed, formally we have (let us denote dy =

dy1dy2)∫
(f(y1) + g(y2)) p(t, x, y)dy =

∫
f(y1)

1√
2πt2

exp
(
−(x1−y1)2

2σ2t

)
δ(x2 + µt− y2)dy1dy2

+
∫
g(y2)

1√
2πt2

exp
(
−(x1−y1)2

2σ2t

)
δ(x2 + µt− y2)dy1dy2

=
∫
f(y1)

1√
2πt2

exp
(
−(x1−y1)2

2σ2t

)
dy1 + g(x2 + µt− y2)

= u(t, x),
(14)
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If Hörmander’s condition is satisfied, i.e. (4)

holds for the whole space Rn for all x ∈ Rn,
then the operator A is microhypoelliptic, i.e.

WF(u) = WF(Au), (15)

where WF(u) denotes the wave front set of a

distribution u.

Especially it is hypoelliptic (recall that a differ-

ential operator L with C∞-coefficients is called

hypoelliptic on an open set Ω ⊆ Rn if for any

distribution u on Ω is in C∞ if Lu ∈ C∞.)
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Now, for u with

u(t, x) =
∫
R f(y1)

1√
2πt2

exp
(
−(x1−y1)2

2σ2t

)
dy1

+g(x2 + µt).
(16)

we have

∂u

∂t
−

1

2
σ2∂

2u

∂x21
− µ

∂u

∂x2
= 0, (17)

where g may be C1, and this shows that the

semi-elliptic operators considered above are not

hypoelliptic in general.
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First motivation for semi-elliptic market mod-
els which are not micro-hypoelliptic:

Factor reduced market models:

Example: Libor market model.

• tenor structure 0 < T1 . . . < Tn+1.

• dynamics of the forward Libors Li(t), in the
interval [0, Ti] for 1 ≤ i ≤ n, is described by

dLi = −
∑n
j=i+1

δjLiLj γ
>
i γj

1+δjLj
dt+ Li γ

>
i dW

(n+1)

=: µLi (t, L)Li + Li γ
>
i dW

(n+1),

• here, δi = Ti+1 − Ti and

t→ γi(t, L) = (γi,1(t, L), . . . , γi,d(t, L)),

with 0 ≤ t ≤ Ti volatility vector functions
(in classical models dependence only on t).
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Reduced Libor factor models

• Consider logarithmic coordinates K = ln(L).

• governing equation

dK = µK(t,K)dt+ FdW,

where F is a n× d matrix with d ≤ n

(e.g. 40× 5 matrix)

• Note that

FFT

is a n × n matrix of rank d while FTF is a

d× d matrix of rank d.
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• let G = (fd+1, · · · fn) be the matrix

consisting of the eigenvectors fi of

ker
(
FFT

)

• equivalent system is
d
(
FTK

)
= FTµK(t,K)dt+ FTFdW (n+1)

d(GTK) = GTµ(t,K)dt,

• note that GTF = 0.
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Reasons for reduced market models in practice:

• Computational parsimony → in practice,

models with n factors but lower number

k < n of Brownian motions appear

⇒ semi-ellipticity, but not hypo-ellipticity.

• financial models may be high-dimensional;

especially Libor market models may have

20-40 factors. Experience shows that more

then 5− 7 factors induce numerical noise

• empirically 5−7 factors are enough to cal-

ibrate the model
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Second example for semi-elliptic market mod-

els where iterated subproblems are not micro-

hypoelliptic:

American derivative on a hypoelliptic market

model

Consider the Cauchy problem
max

{
∂u
∂t + Lu, φ− u

}
= 0, in [0, T )× Rn

u(T, x) = φ(T, x), in {T} × Rn
(18)

on [0, T ]×Rn (where T > 0 is an arbitrary finite

horizon)

L ≡
1

2

m∑
i=1

V 2
i u+ V0u (19)

This may be rewritten in the form

∂u

∂t
=

1

2

n∑
i,j=1

v∗ij(t, x)
∂2

∂xi∂xj
u+

n∑
j=1

vj0(t, x)
∂u

∂xj
,

(20)
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where (
v∗ij
)
(t, x) =

m∑
k=1

(Vi)
⊗2
. (21)

Assume that the Hörmander condition holds in

the continuation region C, i.e., for all (t, x) ∈
C ⊂ [0, T ]× Rn{

Vi,
[
Vj, Vk

]
,
[[
Vj, Vk

]
, Vl

]
,

· · · |1 ≤ i ≤ m, 0 ≤ j, k, l · · · ≤ m
} (22)

spans Rn.
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Consider lognormal coordinates S = (S1, · · · , Sn)
and assume that a multivariate Amercan deriva-

tive is convex with respect to the spatial vari-

ables. Then the following assumption is satis-

fied.

(GG) for each t ∈ [0, T ] we assume that 0 ∈ Et
and that Et is star-shaped with respect to

0, i.e. for all S ∈ Et and all λ ∈ [0,1] we

assume that λS ∈ Et. Note that this means

that for a fixed ”angle” at S = (S1, · · · , Sn),
i.e. at

φS :=

(
S2∑n
i=1 Si

, · · · ,
Sn∑n
i=1 Si

)
we have one intersection point of the free

boundary of the section Et and the ray through

0 which is determined by the angle φS.
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Indeed, this often follows from arbitrage con-

siderations. For example consider the Ameri-

can index Put

pA(t, S;K) = sup
τ∈Stop[0,T ]

EQ

K −
n∑

j=1

Sj

 .
(23)

Observe that

(t, S;K) → pA(t, S;K) (24)

is homogenous of degree 1 with respect to

(S,K), i.e. for any λ > 0 we have for all

t ∈ [0, T ]

pA(t, λS;λK) = λpA(t, S;K). (25)
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Convexity with respect to K then implies con-

vexity with respect to S.

Hence, the free boundary can be written in

terms of the angles in form

(t, φS) → F (t, φS). (26)

We consider the transformation

ψ : (0, T )× Rn+ → (0, T )× [1,∞)× (0,1)n−1 ,

ψ(t, S1, · · · , Sn) =
(
t,
∑n
i=1 Si
F , S2∑n

i=1 Si
, · · · , Sn∑n

i=1 Si

)
.

(27)

Continuation region is transformed to the half

space H≥1 = {x ∈ Rn|x1 ≥ 1}. We have

S1 = x1F

1−
∑
j≥2

xj

 , Sj = xjx1F. (28)
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We get

ut =
Ft
F x1

∂u
∂x1

+ 1
2
∑
ij a

F
ij

∂2u
∂xi∂xj

+
∑
j b
F
j
∂u
∂xj

+r
(
x1

∂u
∂x1

− u
)
,

(BC1) u(0,∞, x2, · · · , xn) = 0 on x1 = ∞

(BC2) ux1(t,1, x2, · · · , xn)− u(t,1, x2, · · · , xn)

= −K on x1 = 1

(BC3) F (t, x2, · · · , xn) = K − u(t,1, x2, · · · , xn)

(IC) u(0, x) = max{K − x1,0}
(29)
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You compute

F
∂xj
∂Si

=
δij−xj
x1

,

F
∂xj
∂S1

= 1−
∑
j≥2(δij − xj)

Fj
F ,

∂
∂Si

=
∑
j
∂xj
∂Si

∂
∂xj

,

(30)

and observe that∑
i

Si
∂xj

∂Si
=
∑
i

Si
δij − xj

x1F
= 0. (31)

It follows that

r

∑
i

Si
∂

∂Si

 = rx1
∂

∂x1
. (32)
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Furthermore

aFij =
∑
kl vklSkSl

∂xi
∂Sl

∂xl
∂Sk

,

bFj =
∑
kl vklSkSl

∂2xj
∂Sk∂Sl

.

(33)

In order to determine the latter coefficient func-

tions we compute

∂xj

∂Si
=

1

F

δij − xj

x1
, j ≥ 2,

∂x1
∂Si

=
1

F

1−
∑
j≥2

(δij − xj)
Fj

F

 .
(34)

Next, for j ≥ 2 we have

∂2xj

∂Si∂Sk
=
∑
l

∂

(
δij−xj
Fx1

)
∂xl

, and (35)

∂

(
δij−xj
Fx1

)
∂xl

= −
δjl

x1F
+

(xj − δij)(δ1lF + x1Fl(1− δ1l))

(x1F )2
.

(36)
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Finally,

∂2x1
∂Si∂Sk

=
∑
l

∂

∂xl

1

F
−
∑
j≥2

(δij − xj)
Fj

F2

 ∂xl
∂Sk

,

(37)

where

∂
∂xl

(
1
F −

∑
j≥2(δij − xj)

Fj
F2

)

= − Fl
F2(1− δ1l)

−
∑
j≥2

−δjlFj+(δij−xj)Fjl(1−δ1l)−2FjFl(1−δ1l)(δij−xj)
F3 .

(38)



Special interest in densities and characteristic

functions of semi-elliptic models in finance

• Computing Greeks for higher dimensional

diffusion problems

• higher dimensional models → financial quan-

tities are computed via probabilistic repre-

sentations and MC methods

• Derivative values: E(f(Xλ))

(Xλ a process depending on some

parameters λ)

• of special interest: Sensitivities

∂

∂λ
E(f(Xλ))

(also with respect to underlyings)
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• performance and accuracy may be enhanced

by using weighted MC methods with

E(f(Xλ)π),

where the random variable π is called a

Greek weight.

• in practice diffusion models (without jumps)

are of particular interest

(issues of calibration)

• Computational parsimony → in practice,

models with d factors but lower number

k < d of Brownian motions appear

⇒ semi-ellipticity!
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Problem: for a reasonable class of models set

up a weighted MC scheme for derivative values

and sensitivities

• which is computationally parsimonious (hence

include sem-ielliptic models)

• has bounded variance (hence sensitivities

have to be treated carefully)

• uses optimal weights (we have to go be-

yond the standard Malliavin calculus based

schemes)
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Before we establish weak higher order proba-

bilistic schemes we need analytic expansions.

Density expansions and expansions of charac-

teristic functions have different advantages

/disadvantages.

• analytic expansions of the characteristic ex-

pansion may include jump-diffusion models

• they are (more or less) restricted to affine

processes

• density expansions are possible for nonlin-

ear coefficients

• expansions of jump-diffusion beyond affine

processes converge only on cones
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Let’s start with expansions of characteristic

functions:

Bochner told us to investigate Markov pro-

cesses by the symbols of their associated in-

finitesimal generators.

Consider a regular Feller process(
(Xx

t )t≥0, P
x
)
x∈Rd

with values in Rd.

The function

σ(x, ξ) := − lim
t↓0

Ex
(
ei(X

x
t −x)·ξ

)
− 1

t
(39)

is called the symbol of the process where

ct(x, ξ) = Ex
(
ei(X

x
t −x)·ξ

)
(40)

is called the characteristic function.
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Now, if (Tt)t≥0 is called the semigroup associ-

ated with
(
(Xx

t )t≥0, P
x
)
x∈Rn

, then we have

Ttf(x) = Ex
(
f(Xx

t )
)
=

(2π)−n/2
∫
Rn e

ixξct(x, ξ)f̂(ξ)dξ,
(41)

where .̂ denotes the Fourier transform.

It follows that the generator takes the form

Au(x) = limt↓∞
Ttu(x)−u(x)

t =

−(2π)−n/2
∫
Rn e

ixξσ(x, ξ)f̂(ξ)dξ

(42)

Hence the symbol completely characterizes the

process.
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Goal: recovering the characteristic function
from its symbol function.

Remarks:

• goal is far from trivial, it is helpful that
the wave functions exp(iux) from a set of
analytic vectors for a consirable class of
affine operators

• it is far from trivial to say under which con-
dition the symbol of a given partial integro-
differential operator corresponds to a Markov
process. Hörmanders standard class of sym-
bols of pseudo differential operators, namely
functions (x, ξ) → σ(x, ξ) which satisfy

|∂βx∂αξ σ(x, ξ)| ≤ cαβ,K(1 + |ξ|)m−ρ|α|+δ|β|,
(43)

where 0 ≤ δ < ρ < 1 do not fit very well in
order to analyze this question.
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For processes X where for each t > 0 Xt has an

infinitely divisible distribution (such processes

correspond Levy processes in law), we have the

Levy-Kintchine formula, i.e.

E[ei〈u,X
x
t −x〉] :=

e
−1

2〈Au,u〉t+i〈r,u〉t+t
∫
Rd
(
ei〈u,x〉−1−i〈u,x〉1D(x)ν(dx)

)
,

(44)

where A is a symmetric nonnegative d× d ma-

trix, r ∈ Rd, and ν is a measure on Rd satisfying

ν({0}) = 0, and

∫
Rd\{0}min

{
|y|2,1

}
ν(dy) <∞.

(45)
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Remarks:

• For affine processes explicit formulas for

the characteristic function are known only

in special cases (cf. the example in Duffie,

Pan, Singleton (2000) for the case of affine

processes without jumps).

• In the general case the computation of the

(conditional) Fourier transform of an affine

process is shown to be reducible to solv-

ing systems of general Riccati differential

equations ( Duffie, D., Filipović, D. and

Schachermayer, W. (2003) ). Analytical

solutions of the generalized Riccati differ-

ential equation systems are not known, and

even numerically they are often difficult to

solve, especially due to quadratic terms in-

volved.
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• In Belomestny, Kampen Schoenmakers (2009)

it is shown that for a class of affine equa-

tions a basis of analytic vectors can be

found. In particular, this leads to recursive

representations of characteristic functions

in terms of constituents of the generator

avoiding the generalized Riccati equations.

For affine process X0,x with X0,x
0 = x we search

for an explicit representation of p̂(t, x, u) = E[eiuX
0,x
t ].

Here we denote eiux := e
∑d
j=1 ujxj for simplicity

of notation.



We assume that the function p̂ is a global so-

lution of the Cauchy problem
∂p̂
∂t(t, x, u) = Ap̂ (t, x, u),

p̂(0, x, u) = exp(iux), t ≥ 0, x ∈ Ω ⊂ Rd,
(46)

where Ω is some domain and

A[f ](x) ≡ 1
2
∑
ij aij(x)

∂2

∂xi∂xj
f(x) +

∑
i bi(x)

∂
∂xi
f(x)

+
∫
Rd\{0}

[
f(x+ z)− f(x)− ∂f

∂x(x) · z1D(z)
]
ν(x, dz).

(47)

Here we assume that the equation is semiellip-

tic, i.e.

(aij) ≥ 0,

and we assume that the operator is closed on

some appropriate function space.
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Furthermore 1D is a indicator function of a

bounded set D, aij(x), bi(x) are affine func-

tions, and ν(x, dz) is a Borel measure which is

affine in x, i.e. we have the representations

aij(x) = aij0 +
∑d
l=1 aijlxl

bi(x) = bi0 +
∑d
l=1 bilxl

ν(x, dz) = 1Ω0
ν0(dz) +

∑d
l=1 xl1Ωl

νl(dz),
(48)

where Ω0,Ωl ⊂ Rd, 1 ≤ l ≤ d. We define the
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symbol function

σ : Ω× iRd → C,

σ(x, iu) := exp (−iux)A[exp iux] ≡

−1
2
∑
jk ajk(x)ujuk +

∑
j bj(x)iuj + exp (−iux)×

∫
Rd\{0}[exp(iu(x+ z))− exp(iux)

−iu exp(iux) · z1D(z)]ν(x, dz) =

−1
2
∑
jk ajk(x)ujuk +

∑
j bj(x)iuj+∫

Rd\{0} [exp(iuz)− 1− iu · z1D(z)] ν(x, dz)

(49)



Since σ is affine with respect to x it is useful

to define

σl(iu) := ∂xlσ(x, iu) = −1
2
∑
jk ajklujuk +

∑
j bjliuj

+
∑d
l=1

∫
Rd\{0} [exp(iuz)− 1− iu · z1D(z)] νl(dz)

(50)

In the case d = 1 we define

σ1(iu) := ∂
∂ξσ(x, iu). (51)

In general we denote multivariate derivatives of

order α = (α1, · · · , αd) of the symbol function

with respect to the symbol variable ξ by ∂αξ σ.
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Plugging in

p̂ (t, x, u) = exp(iux)

1 +
∑
k

dkt
k

 (52)

we get

∂p̂
∂t(t, x, u) = exp(iux)

(∑
k≥0 dk+1t

k
)

=
∑
α βα(x)D

α
x p̂(t, x, y)

=
∑
α βα(x)D

α
x

(
exp(iux)

(∑
k≥0 dk+1t

k
))
(53)

with d0 = 1.
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This leads to the recursion d = 1 and for k ≥ 0

dk+1 =
1

k+ 1
exp(−iux)

∑
α≥0

βα(x)D
α
x (exp(iux)dk)

(54)

For example in the univariate case one com-

putes

d0 = 1

d1 = σ(x, iu)

d2 = 1
2σ(x, iu)

2 + 1
2(∂ξσ(x, iu))σ1(iu)

d3 = 1
3!σ(x, iu)

3 + 3
3!σ(x, iu)(∂ξσ(x, iu))σ1(iu)

1
3!(∂ξσ(x, iu))(∂ξ(σ1(iu))σ1(iu) + 1

3!

(
∂2
ξ σ(x, iu)

)
σ1(iu)

2.

(55)

Higher order terms are easy to compute as well.
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The formula is coded by an affine triangle of

rational numbers with kth row all numbers c(αk,βk)
where αk, βk are the k-tuples. We call that row

the univariate affine triangle of the caracteris-

tic function. The first row (terms of order 1)

contains just one number

c(1,0) = 1 (56)

(note that the tuple (0,1) 6∈M1). The second

row contains two numbers

c((2,0),(0,0)) =
1

2
, c((0,1),(1,0)) =

1

2
(57)

The third row contains four numbers

c((3,0,0),(0,0,0)) = 1
6 c((1,1,0),(1,0,0)) = 1

2

c((0,1,0),(1,1,0)) = 1
6 c((0,0,2),(2,0,0)) = 1

6,

(58)

and so on.
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We introduce the following multiindex nota-

tion. For each positive integer k we denote

αk = (αk0, · · · , α
k
k−1), βk = (βk0, · · · , β

k
k−1).

(59)

where the entries αkj , β
k
j are nonnegative inte-

gers. For any positive integer k the projection

of a k-tuples αk (resp. βk on a l-tuple for an

nonnegative integer l ≤ k will be denoted by

Πkl with

Πkl α
k = (αk0, · · · , α

k
l−1), (resp. Πkl β

k = (βk0, · · · , β
k
l−1)).

(60)

Adding or subtracting integers to such multi-

indices is denoted as follows:

αk + ij = (αk0, · · · , α
k
j + ij, · · · , αkk−1). (61)

Similar for βk and for subtraction, i.e. we have

αk − ij = (αk0, · · · , α
k
j − ij, · · · , αkk−1). (62)

We have
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Theorem 2 Locally, the following representa-

tion holds:

p̂(t, x, u) = exp(iux)×

(1 +
∑

(αk,βk)∈Mk c(αk,βk)Π
k−1
j=0

(
∂
j
ξσ(x, iu)

)αkj
(
∂
j
ξσ1(iu)

)βkj tk),
(63)

where α) are k-tuples with

Mk =

(αk, βk)
∣∣∣ k−1∑
j=0

(
αkj + βkj

)
= k &

k−1∑
j=0

βkj ≥
k−1∑
j=1

αkj

 ,
(64)



and

c(1,0) = 1

and for k ≥ 2

c(αk+1,βk+1) = 1
(k+1)! if αk+1

0 = k+ 1

c(αk+1,βk+1) = 1
(k+1)!×

∑k−1
j=0

∑∑k−1
i=0 λ

k
i=j

(
Πkα

k+1−1j+λk

λk

)
×

c(Πkαk+1−1j+λk,Πkβk+1−λk).

(65)

Here, the natural restriction holds that λk =

(λk0, · · · , λ
k
k−1) are k-tuples such that

Πkα
k+1 − 1j + λk ∈Mk. (66)

(Alternatively we could define c(αk,βk) with pairs

of k-tuples (αk, βk) not in Mk to be zero, of

course).



Such triangles can be derived also in the mul-

tivariate case.

But this looks rather general. Why can’t we

define integer triangles for general Cauchy prob-

lems?

Let us consider the one dimensional sphere

S1 = [−π, π] and define function p : [0, T ) ×
S1 × R → C via

p(t, x;u) = eLteixu, (67)

where

L ≡ L(a,b,λ) ≡
1

2
a(x)

∂2

∂x2
−b(x)

∂

∂x
−λ(x)

∑
l≥2

γl
l!

∂l

∂xl
.

(68)

with the moments γl =
∫
R y

lν(dy).
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We consider the standard topology induced by

the scalar product (and its associated metric)

on the set squared integrable functions L2(S1)

and consider the function space

F =
{
(a, b, λ) ∈ L2(S1)× L2(S1)× L2(S1)

}
(69)

equipped with the product topology Tp. The

following proposition holds

Theorem 3 The set

Fdiv =
{
(a, b, λ) ∈ F| etL

(a,b,λ)
eixu

is unbounded on any neighborhood of 0
}

(70)

is dense in (F , Tp).
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Proof. We consider the essential case where

b = 0 and λ = 0 and prove denseness of the

set

Fdiv0
=
{
a ∈ L2(S1) etL

(a,0,0)
eixu

is unbounded on any neighborhood of 0
}

(71)

in L2(S1) equipped with the topology induced

by the L2-norm. The general case can be

proved along the same ideas and is only for-

mally more complicated. Given any function

a ∈ L2(S1) it is well known that we can ap-

proximate it in L2-sense by finite Fourier series

a(x) ≈
n∑
l=1

ale
ilx. (72)

For given ε > 0 we choose amplitudes al (an 6=
0) such that

‖a(x)−
n∑
l=1

ale
ilx‖L2(S1) ≤ ε. (73)
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The corresponding approximating operator (of

a(x) ∂
2

∂x2
) is

A =
n∑
l=1

Al =
n∑
l=1

ale
ilx ∂

2

∂x2
(74)

Write formally

eAteiux =
∑∞
k=0

(
∑n
l=1Al)

ktk

k! eiux =

∑∞
k=0

(
∑

1≤i1≤···ik≤n
Ai1···Aik)t

k

k! eiux.

(75)

Using the fact that for any s1, . . . , sk ∈ N

As1 · · ·Askeiux = (−1)kas1 · · · ask

∏k−1
l=0

(
u+

∑l
j=0 sj

)2
e
i(u+

∑k
j=1 sj)x,

(76)
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we can show that

SN(x) = e−iux
N∑
k=0

(
∑n
l=1Al)

ktk

k!
(77)

diverges for fixed n and u > 0. Indeed, set

Fk =
1

2π

∫ π
−π

e−ikxSN(x)dx, k ∈ N (78)

then Fk = 0 for k > nN and

FnN =
(−1)NaNn

∏N
l=0(u+ ln)2tN

N !
→∞, N →∞.

(79)

Due to Placherel Parseval identity

1

2π

∫ π
−π

|SN(x)|2 dx =
nN∑
k=0

|Fk|2 →∞, N →∞.

End Proof.
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Remarks:

• Local convergence can be shown by count-

ing terms

• for global formulas in space combine this

with partitions of unity

• it is possible to derive globally recursively

explicit formulas in time
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Next let us look at densities:

The well-known expansion

p(t, x; 0, y) =
1√
4πtn

exp

(
−
d2R
4t

) ∞∑
k=0

dk(t, x, y)t
k

 .
(80)

has some advantages compared to the WKB-

expansion

p(t, x; 0, y) =
1√
4πtn

exp

−d2R
4t

+
∞∑
k=0

ck(t, x, y)t
k

 .
(81)
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Indeed the connection between the ck and the

dk can be easily computed using Leibniz rule.

We have

d0 = exp(c0), (82)

and

dk =
k∑
i=1

i

k
dk−ici. (83)

Since dk recursions diificult to solve, compute

first the ck from WKB and then dk recursively

from ck.
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We have

Theorem 4 Given coefficents with bounded
analytic coefficients there exists a finite time
horizon T0 such that on the domain Ω× (0, T0]
for any finite T0 > 0 and any domain Ω ⊆ Rn
a constant β can be computed such that the
fundamental solution of

∂u

∂t
=

n∑
j=1

∂2u

∂x2j
+

n∑
i=1

bi
∂u

∂xi
(84)

has the pointwise valid representation

p(t, x,0, y) = 1√
4πtn

exp
(
−
∑n
i=1 ∆x2i

4t

) (∑∞
k=0 dk(t, x, y)t

k
)
,

(85)

for j = 1, · · · , n, and for (t, x) ∈ (0, βT0) × Ω.
If the coefficients are given by finite Fourier
representations a lower bound of the constant
β is given by

β <
1

3(n(2|m0|+ 1))eR2|m0|2
, (86)
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where

• 2|m0|+1 is (an upper bound of) the num-

ber of terms in the finite Fourier represen-

tation of bi along with |m0| := maxj∈{0,···n}m
j
0

• R is a radius of a ball BR(0) such that the

spatial part of the domain Ω is included

• e is an upper bound for the Fourier coeffi-

cients of the Fourier representation of the

drift function bi where i ∈ {1, · · · , n}.

For the coefficient functions dk we have

d0(t, x, y) =

exp
(∑

m(ym − xm)
∫ 1
0 bm(t, y+ s(x− y))ds

)
,

(87)



dm(t, x, y) =

∑m
k=1

k
mdm−k

∫ 1
0 Rk−1(t, y+ s(x− y), y)skds

(88)

with

Rk−1(t, x, y) =

∂
∂tck−1 + ∆ck−1 +

∑n
l=1

∑k−1
r=0

(
∂
∂xl
cr

∂
∂xl
ck−1−r

)
+
∑
i bi(x)

∂
∂xi
ck−1

(89)

Note that the relation (86) contains also the

relation of the time horizon of the convergence

to the size of the domain, i.e. the time horizon

is proportional to the inverse of the square of

the domain.



Theorem 5 More explicitly, we have

c0(t, x, y) = c0(x, y) =

−
∑
i
∑
γ biγ(y)∆xγ+1i 1

1+|γ|

≡
∑
γ c0γ∆xγ

(90)

and, given the power series representation

ck−1(t, x, y) =
∑
γ,l

c(k−1)γl(y)∆xγtl (91)

we have

ck(t, x, y) =
∑
γ,l lc(k−1)γl(y)∆xγtl+

∑
γ {

∑
i
∑
ρ+α=γ(ρi + 1)(αi + 1)cr(β+1i)

c(k−1−r)(α+1i)

+
∑
i(γi + 2)(γi + 1)ck(γ+2i)

+
∑
ρ+α=γ(

∑ 1
β!bi(y)×

(αi + 1)c(k−1)(α+1i)
}
(∑γ

δ=0 p
yγ
kδ∆xδ

)
,

(92)



where with δΣ :=
n∑
i=1

δi, and

γ∑
δ=0

p
yγ
kδ,β,τ∆xδ =

γ∑
δ=0

β

(1− τ)δΣ + k

(93)

×

 n∏
i=1

(
γi!

δi!(γi − δi)!

)
y(γ−δ)

∆xδ.



Similar theorems can be obtained in the case of

variable corefficents in terms of certain geodesics

determined by the line element

dR is a Riemannian metric defined by the line

element

ds2 =
n∑

i,j=1

a∗ij(x)dxidxj. (94)

(a∗ij) inverse of diffusion matrix (a∗ij) (95)

Consider the local expansion

p(t, x, y) =
1√
2πtn

exp

−d2(x, y)
2t

+
∞∑
k=0

ck(x, y)t
k

 ,
(96)

of the parabolic equation

∂u

∂t
−

1

2

∑
ij

a∗ij(x)
∂2u

∂xi∂xj
−
∑
i

bi(x)
∂u

∂xi
= 0 := Lu

(97)
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First we compute for t > 0

∂p
∂t =

(
− n

2t +
d2(x,y)

2t2
+
∑∞
k=0(k+ 1)ck+1(x, y)t

k
)
p,

∂p
∂xi

=

(
−
d2xi
2t +

∑∞
k=0

∂ck
∂xi

(x, y)tk
)
p,

∂2p
∂xi∂xj

=
((
−
d2xi
2t +

∑∞
k=0

∂ck
∂xi

(x, y)tk
)

(
−
d2xj
2t +

∑∞
k=0

∂ck
∂xj

(x, y)tk
)

−
d2xixj
2t +

∑∞
k=0

∂2ck
∂xi∂xj

tk
)
p.

(98)
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Plugging into 97 we get

(− n
2t +

d2(x,y)
2t2

+
∑∞
k=0(k+ 1)ck+1(x, y)t

k

−1
2
∑
ij a

∗
ij(x)((−

d2xi
2t +

∑∞
k=0

∂ck
∂xi

(x, y)tk)

(
−
d2xj
2t +

∑∞
k=0

∂ck
∂xj

(x, y)tk
)
−
d2xixj
2t +

∑∞
k=0

∂2ck
∂xi∂xj

tk))

−
∑
i bi(x)

(
−
d2xi
2t +

∑∞
k=0

∂ck
∂xi

(x, y)tk
)

)p

(99)



Collecting terms of order t−2 we have

d2 =
1

4

∑
ij

d2xia
∗
ijd

2
xj
. (100)

Note that here d2xi is the partial derivative of d2

with respect to xi. Equation (100) is closely
connected to a Hamilton-Jacobi equation and
admits a unique solution if the boundary con-
dition, i.e. the condition d(x, y) = 0 if x = y,
is satisfied. Collecting terms of order t−1 we
get

−n2 + 1
2Ld

2 + 1
2
∑
ij a

∗
ij(x)(

d2xj
2
∂c0
∂xi

(x, y)

+
d2xi
2
∂c0
∂xj

(x, y)) = 0.

(101)

Equation 101 is a linear first order equation
which can be written as

−n2 + 1
2Ld

2+

1
2
∑
i

(∑
j

(
a∗ij(x) + a∗ji(x)

) d2xj
2

)
∂c0
∂xi

(x, y) = 0.

(102)
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together with some boundary condition

c0(y, y) = −
1

2
ln

√
det

(
a∗ij(y)

)
(103)

determines c0 uniquely for each y ∈ Rn. For

k+ 1 ≥ 1 we get

(k+ 1)ck+1(x, y) + 1
2
∑
ij a

∗
ij(x)(

d2xi
2
∂ck+1
∂xj

+
d2xj
2
∂ck+1
∂xi

)

= 1
2
∑
ij a

∗
ij(x)

∑k
l=0

∂cl
∂xi

∂ck−l
∂xj

+1
2
∑
ij a

∗
ij(x)

∂2ck
∂xi∂xj

+
∑
i bi(x)

∂ck
∂xi
,

(104)

with the boundary conditions

ck+1(x, y) = Rk(y, y) if x = y, (105)

Rk being the right side of 104.
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Let us look how such density expansions may
be used in the context of semi-elliptic linear
equations which are not hypoelliptic. We have

Theorem 6 Let 0 < d ≤ n, T > 0 some real
number, and 1 ≤ p ≤ ∞. Consider a matrix
function x→ (aji)

d,m(x), 1 ≤ j ≤ d on Rn with
n ≥ d, and m smooth vector fields of dimension
d

Ai =
d∑

j=1

aji
∂

∂xj
, (106)

where 0 ≤ i ≤ m. Consider an additional vector
field of dimension n− d

B :=
n∑

j=d+1

aj0
∂

∂xj
, (107)

Consider the Cauchy problem on [0, T ] × Rn
(where T > 0 is an arbitrary finite horizon)

∂u
∂t = 1

2
∑m
i=1A

2
i u+ (A0 +B)u

u(0, x) = f(x).
(108)

51



Assume that the Hörmander condition holds on
the the subspace Rd of the first d coordinates.
Assume that the initial data function f : Rn →
R satisfies

(i) for all xd+1, · · · , xn fixed the function
(x1, · · · , xd) → f(x1, · · · , xd, xd+1, · · · , xn)
is Lploc, 1 ≤ p ≤ ∞ on Rd,

(ii) for all x1, · · · , xd fixed the function
(xd+1, · · · , xn) → f(x1, · · · , xd, xd+1, · · · , xn)
is C∞

(
Rn−d

)
,

(iii) for all x ∈ Rn
|f(x)| ≤ C exp(C|x|)
for some constant C > 0.

(109)
Assume that the coefficients are smooth (i.e.
C∞) of linear growth with bounded derivatives,
i.e.

aji ∈ C∞l,b (R
n) (110)

for i = 0 and 1 ≤ j ≤ n, or 1 ≤ i ≤ m and
1 ≤ j ≤ d. Then the Cauchy problem above



has a global classical solution u, where

u ∈ C∞ ((0, T ]× Rn) , (111)

and where the singular behaviour in t = 0 is
determined by the Malliavin-type estimate in
(cf. Kusuoka, S., Stroock, D. 1985) as fol-
lows: for given natural numbers m and N there
is a number q such that the solution u and its
time derivatives up to order m and its spatial
derivatives up to order N are located in the
space.

C
q
m,N ([0, T ]× Rn) :=

{
v|tqv ∈ Cm,N ([0, T ]× Rn)

}
,

(112)
where

Cm,N ([0, T ]× Rn) :=

{
f |‖f‖+

∑
l≤m ‖Dl

tf‖+
∑
|α|≤N ‖Dα

xf‖ <∞
}
,

(113)
with ‖.‖ denoting the supremum norm. More-
over, q = max |α| ≤ N = nm,α,0 − n/2 where
nm,α,0 is determined by the estimate above of
the singular behavior of the density.



(Proof ideas)

• it is sufficient to prove the theorem under

the stronger assumption of bounded payoff

f , because we can transform the problem

above for u to a problem for

ũ := e−d(x)u := e−
√
a+q|x|2u (114)

for some a > 0, q > C2, and where |.| de-

notes the Euclidean norm. Then ũ solves

an equivalent problem with identical diffu-

sion term but transformed drift vector b̃ :=

b − 1
2∇d · σσ

T and an additional potential

term c̃ := c+b·∇d−1
2tr

(
σσT

)
D2d−1

2|∇dσ|
2.

Here D2d denotes the Hessian of the func-

tion d and tr denotes the trace of a matrix.
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Existence of the Vector Field

First we have

Proposition 1 Fix xd ∈ Rd. Assume that the

conditions of theorem 1 are satisfied. Assume

that g ∈ C1 ([0, T ]× Rn). Then there exists a

smooth global flow F t generated by the vector

field on [0, T ] × Rn−d such that the first order

equation problem

∂u
∂t =

∑n
i=d+1 µi(x

d, xn−d) ∂
∂xi
u+ g(xd, xn−d),

u(0, xd, xn−d) = f(xd, xn−d),
(115)

has the solution

u(t, xd, xn−d) = f
(
xd,F txn−d

)
+
∫ t
0
g(xd,F t−sxn−d)ds.

(116)
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Construction of the solution via an AD-Scheme

Vector Field Step: (l ≥ 0)

∂u2l

∂t −
∑n
i=d+1 µi(x)

∂u2l

∂xi

=


0 if l = 0

∑k
i,j=1 a

∗
ij(x)

∂2u2l−1

∂xi∂xj
+
∑d
i=1 µi(x)

∂u2l−1

∂xi
if l > 0

(117)

and

Diffusion Step: (l ≥ 0)

∂u2l+1

∂t −
∑k
i,j=1 a

∗
ij(x)

∂2u2l+1

∂xi∂xj
−
∑d
i=1 µi(x)

∂u2l+1

∂xi

=
∑n
i=d+1 µi(x)

∂u2l

∂xi
.

(118)

For each m we define um(0, .) = f(.) and um+1(0, .) =

f(.). Here, in equation (118) we understand

(xd+1, · · · , xn) to be fixed, and in (117) we un-

derstand (x1, · · · , xk) to be fixed. We construct
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the solution in the form

uρ(τ, x) = uρ,1(τ, x) +
∑
l≥1

δuρ,2l+1(τ, x), (119)

where for l ≥ 1

δuρ,2l+1 = uρ,2l+1 − uρ,2l−1 (120)

satisfies

∂δuρ,2l+1

∂τ − ρ
∑k
i,j=1 a

∗
ij(x)

∂2δuρ,2l+1

∂xi∂xj

−
∑d
i=1 ρµi(x)

∂δuρ,2l+1

∂xi

=
∑n
i=d+1 ρµi(x)

∂δuρ,2l

∂xi
,

(121)

and in each substep where the right side in

(121)

δuρ,2l = uρ,2l − uρ,2l−2 (122)



satisfies

∂δuρ,2l

∂τ −
∑n
i=d+1 ρµi(x)

∂δuρ,2l

∂xi

=
∑k
i,j=1 ρa

∗
ij(x)

∂2δuρ,2l−1

∂xi∂xj
+
∑d
i=1 ρµi(x)

∂δuρ,2l−1

∂xi
.

(123)

Moreover, for m ≥ 1, δuρ,m has zero initial con-

ditions, i.e. δuρ,m(0, x) = 0.

We claim that for small ρ the scheme just de-

scribed is locally convergent with respect to

time. Then iteration of the scheme in time

using the semigroup property leads to a con-

vergent scheme of a global solution.

Remarks

• Since the equations are only hypoelliptic on

the subspace Rd we cannot apply Schauder

estimates (at least not directly).



• However estimates in Kusuoka/Stroock based

on the Malliavin calculus lead to estimates

of densities at each iteration step on the

subspace Rd.

The question now is in which Banach space

we have a convergence of the functional series

above. The guide is the density estimation

in KS, 1985. Accordingly we define for each

positiv real number q

C
q
1,2 ([0, T ]× Rn) :=

{
v|tqv ∈ C1,2 ([0, T ]× Rn)

}
,

(124)

where

C1,2 ([0, T ]× Rn) :=

f |‖f‖+ ‖ft‖+
∑
|α|≤2

‖Dα
xf‖ <∞


(125)

along with ‖.‖ denoting the supremum norm.

In general (in order to prove higher regularity)



we may consider the spaces

C
q
m,N ([0, T ]× Rn) :=

{
v|tqv ∈ Cm,N ([0, T ]× Rn)

}
,

(126)
where

Cm,N ([0, T ]× Rn) :=

{
f |‖f‖+

∑
l≤m ‖Dl

tf‖+
∑
|α|≤N ‖Dα

xf‖ <∞
}
.

(127)

Theorem 7 Consider a d-dimensional difffu-
sion process of the form

dXt =
d∑

i=1

bi(Xt)dt+
d∑

j=1

σij(Xt)dW
j
t (128)

with X(0) = x ∈ Rd with values in Rd and on a
time interval [0, T ]. Assume that bi, σij ∈ C∞lb .
Then the law of the process X is absolutely
continuous with respect to the Lebesgue mea-
sure, and the density p exists and is smooth,
i.e.

p : (0, T ]× Rd × Rd → R ∈ C∞
(
(0, T ]× Rd × Rd

)
.

(129)



Moreover, for each nonnegative natural num-

ber j, and multiindices α, β there are increasing

functions of time

Aj,α,β, Bj,α,β : [0, T ] → R, (130)

and functions

nj,α,β,mj,α,β : N× Nd × Nd → N, (131)

such that∣∣∣ ∂j
∂tj

∂|α|
∂xα

∂|β|

∂yβ
p(t, x, y)

∣∣∣
≤ Aj,α,β(t)(1+x)

mj,α,β

t
nj,α,β exp

(
−Bj,α,β(t)

(x−y)2
t

)
(132)

Moreover, all functions (130) and (131) de-

pend on the level of iteration of Lie-bracket

iteration at which the Hörmander condition be-

comes true.

We cannot apply the theorem directly, but it

has a probabilistic side. We note



Corollary 1 In the situation above, solution

Xx
t starting at x is in the standard Malliavin

space D∞, and there are constants Cl,q de-

pending on the derivatives of the drift and dis-

persion coefficients such that for some con-

stant γl,q

|Xx
t |l,q ≤ Cl,q(1 + |x|)γl,q. (133)

Here |.|l,q denotes the norm where derivatives

up to order l are in Lq (in the Malliavin sense).

First we consider the Cauchy problem for uρ,1.



• In terms of the related Markov family Y 1,x
t

with (1+ |x|)γl,qY xt = X
1,x
t , we have a prob-

abilistic representation of the solution uρ,1

uρ,1(t, x) := E (f(Xx
t )) = E (g(Y xt )) ,

(134)

and where g(.) := h((1+|x|)γl,q.) is bounded

and decays exponentially for |x| ↑ ∞ .

• |δuρ,2|0 ≤ exp(−c|x|) as |x| ↑ ∞ follows

from proposition 1. Similarly, for l ≥ 1 we

use the probabilistic representation

δuρ,2l+1(t, x) :=
∫ t
0E

(
δuρ,2l(s,Xx

s )
)
ds

=
∫ t
0E

(
δuρ,2l(s, (1 + |x|)γl,qY xs )

)
ds,

(135)

and proposition 1 and get

|δuρ,2l|0, |δuρ,2l+1|0 ≤ exp(−c|x|) as |x| ↑ ∞

inductively.
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In terms of the densities (t, x, y) → pY (t, x, y)

via

Px(Y xt ∈ dy) = pY (t, x, y)dy, (136)

we get the representations

uρ,1(t, x) := E
(
f(Xx

t )
)
= E

(
g(Y xt )

)
=
∫
g(y)pY (t, x, y)dy,

(137)

and

δuρ,2l+1(t, x) :=
∫ t
0E

(
δuρ,2l(s,Xx

s )
)
ds

=
∫ t
0E

(
δuρ,2l(s, (1 + |x|)γl,qY xs )

)
ds

(138)

This leads to a absolutely convergent scheme.



Generalisation: Consider a matrix-valued func-

tion x → (vji)
n,m(x), 1 ≤ j ≤ n, 0 ≤ i ≤ m on

Rn, and m smooth vector fields

Vi =
n∑

j=1

vji(x)
∂

∂xj
, (139)

where 0 ≤ i ≤ m. Cauchy problem on [0, T ]×Rn

(where T > 0 is an arbitrary finite horizon)
∂u
∂t = 1

2
∑m
i=1 V

2
i u+ V0u

u(0, x) = f(x).
(140)

Define for all x ∈ Rn

Wx := span{Vi(x),
[
Vj, Vk

]
(x),

[[
Vj, Vk

]
, Vl

]
(x),

· · · |1 ≤ i ≤ m, 0 ≤ j, k, l · · · ≤ m}.
(141)

Furthermore let IH = ∩x∈RnWx.
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We have

Theorem 8 Let 1 ≤ p ≤ ∞. Consider the
Cauchy problem (140) on [0, T ]× Rn. Assume
that the initial data function f : Rn → R satis-
fies

(i) the function f is Lploc,1 ≤ p ≤ ∞ on IH ,

(ii) the function f is C∞ on Rn \ IH ,

(iii) for all x ∈ Rn
|f(x)| ≤ C exp(C|x|) for some constant C > 0.

(142)
Assume that the coefficients are smooth (i.e.
C∞) and of linear growth with bounded deriva-
tives, i.e.

vji ∈ C∞l,b (R
n) (143)

for i = 0 and 1 ≤ j ≤ n, or 1 ≤ i ≤ m and
1 ≤ j ≤ n. Then the Cauchy problem above
has a global classical solution u, where

u ∈ C∞ ((0, T ]× Rn) . (144)
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Higher order probabilistic weighted Monte Carlo

schemes and comparison with proxy schemes

and partial proxy schemes.

Let k ≤ d be fixed and fix the coordinates

xn−k = (xk+1, · · · , xn). Let pxn−k be the fun-

damental solution of

∂uρ,1

∂τ − ρ
∑k
i,j=1 aij(x

k, xn−k)∂
2uρ,1

∂xi∂xj

−
∑k
i=1 ρµi(x

k, xn−k)∂u
ρ,1

∂xi
= 0.

(145)

Then according to our results above we get

the probabilistic representation

uρ,1(τ, .) =
∫
Rk f(y

k, xn−k)pxn−k(τ, x
k; 0, yk)dyk

+
∫ τ
0
∫
Rk
∑n
i=k+1 µi(t(s), y

k, xn−k)×

∂f
∂xi

(yk,Fτxn−k)pxn−k(τ, x
k; s, yk)dykds.

(146)
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Similarly for the higher order terms we get the

recursive probabilistic representation

δuρ,2l+1(τ, .) =
∫ τ
0
∫
Rk
∑n
i=k+1 ρµi(y

k, xn−k)×

( ∂
∂xi

∫ τ
0
∑k
i,j=1 ρaij(y

k, xn−k)∂
2δuρ,2l−1

∂xi∂xj
(yk,Fτ−sxn−k)ds

+ ∂
∂xi

∫ τ
0
∑k
i=1 ρµi(y

k, xn−k)∂δu
ρ,2l−1

∂xi
(s, yk,Fτ−sxn−k))

×pxn−k(τ, x
k; s, yk)dykds.

(147)

The representation (147) together with the

initial representation (146) gives the follow-

ing ‘naive’ weighted Monte-Carlo scheme. Let

ζx
k

be a random variable with normal density

φ(t, xk, ·).∗

∗Note that in general practice φ will be time-
homogenous.



Then we have the probabilistic representations

uρ,1(τ, .) = E
(f(ζxk,xn−k)p

xn−k(τ,x
k;0,ζx

k
)

φ(τ,xk,ζxk)

)

+E
( ∫ τ

0
∑n
i=k+1 ρµi(ζ

xk, xn−k)×

∂f
∂xi

(ζx
k
,Fτxn−k)

p
xn−k(τ,x

k;s,ζx
k
)

φ(s,xk,ζxk)

)
,

(148)

and

δuρ,2l+1(τ, x) = E
( ∫ τ

0
∑n
i=k+1 ρµi(ζ

xk, xn−k)×

( ∂
∂xi

∫ τ
0
∑k
i,j=1 ρaij(ζ

xk, xn−k)∂
2δuρ,2l−1

∂xi∂xj
(s, ζx

k
,Fτ−sxn−k)ds

+ ∂
∂xi

∫ τ
0
∑k
i=1 ρµi(ζ

xk, xn−k)∂δu
ρ,2l−1

∂xi
(s, ζx

k
,Fτ−sxn−k))

×
p
xn−k(τ,x

k;s,ζx
k
)

φ(s,xk,ζxk)
ds
)
.

(149)
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Substitution of expectation E by the sum 1
M

∑M
m=1

and writing for each m the m-th realization

of ζx
k

as mζx
k

leads to the following ‘naive’

Monte-Carlo scheme for the price

uρ,1(τ, .) ∼= 1
M

∑M
m=1

(f(ζxk,xn−k)p
xn−k(τ,x

k;0,mζx
k
)

φ(τ,xk,mζx
k)

)

+ 1
M

∑M
m=1

( ∫ τ
0
∑n
i=k+1 ρµi(mζ

xk, xn−k)×

∂f
∂xi

(s,m ζx
k
,Fτxn−k)

p
xn−k(τ,x

k;s,mζx
k
)

φ(s,xk,mζx
k)

)
,

(150)
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and

δuρ,2l+1(τ, x) ∼=

1
M

∑M
m=1

( ∫ τ
0
∑n
i=k+1 ρµi(t(s),m ζ

xk, xn−k)×

( ∂
∂xi

∫ τ
0
∑k
i,j=1 ρaij(t(s),m ζ

xk, xn−k)×

∂2δuρ,2l−1

∂xi∂xj
(s,m ζx

k
,Fτ−sxn−k)ds

+ ∂
∂xi

∫ τ
0
∑k
i=1 ρµi(mζ

xk, xn−k)×

∂δuρ,2l−1

∂xi
(s,m ζx

k
,Fτ−sxn−k))×

p
xn−k(τ,x

k;s,mζx
k
)

φ(s,xk,mζx
k)

ds
)
.

(151)

Note that we have the same density for both
the lower and the higher order terms. The
estimators for the Greeks are easily obtained
by differentiating (148) and (147) and then



writing the MC approximations for the corre-

sponding differentiated equations. We call the

estimate for derivatives ‘naive’ because it may

have unbounded variance for small time and/or

small variance.



For simplicity let us consider the ∆s’. The

‘naive’ estimator is constructed from

∂
∂xl
uρ,1(τ, .) = E

(
∂
∂xl

f(ζx
k
,xn−k)p

xn−k(τ,x
k;0,ζx

k
)

φ(τ,xk,ζxk)

)

+E
(
∂
∂xl

∫ τ
0
∑n
i=k+1 ρµi(ζ

xk, xn−k)×

∂f
∂xi

(ζx
k
,Fτxn−k)

p
xn−k(τ,x

k;s,ζx
k
)

φ(s,xk,ζxk)
ds
)
,

(152)
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and from

∂
∂xl
δuρ,2l+1(τ, x) =

E
(
∂
∂xl

∫ τ
0
∑n
i=k+1 ρµi(ζ

xk, xn−k)×

( ∂
∂xi

∫ τ
0
∑k
i,j=1 ρaij(ζ

xk, xn−k)×

∂2δuρ,2l−1

∂xi∂xj
(s, ζx

k
,Fτ−sxn−k)ds

+ ∂
∂xi

∫ τ
0
∑k
i=1 ρµi(ζ

xk, xn−k)×

∂δuρ,2l−1

∂xi
(s, ζx

k
,Fτ−sxn−k))×

p
xn−k(τ,x

k;s,ζx
k
)

φ(s,xk,ζxk)
ds
)
.

(153)
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Consider g : R+ × Rk × Rk → Rk with

|∂g(t, x, z)/∂z| 6= 0,

and an Rk-valued random variable ξ on some

probability space with density λt where λt(z) 6=
0 for all z and t (for example, the standard nor-

mal density).

Then we write ζx
k

:= g(τ, xk, ξ) where we as-

sume that it has a density φ(τ, xk, ·).

Hence the first order term of our construc-

tive scheme of the estimator becomes (analytic
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form)

∂
∂xl
uρ,1(τ, .) =

E
(
∂
∂xl

f(g(τ,xk,ξ),xn−k)p
xn−k(τ,x

k;0,g(τ,xk,ξ))

φ(τ,xk,g(τ,xk,ξ))

)
+E

(
∂
∂xl

∫ τ
0
∑n
i=k+1 ρµi(g(τ, x

k, ξ), xn−k)×

∂f
∂xi

(s, g(τ, xk, ξ),Fτxn−k)
p
xn−k(τ,x

k;s,g(t,xk,ξ))

φ(s,xk,g(τ,xk,ξ))
ds
)
.

(154)



Again, substitution of expectation E by the

sum 1
M

∑M
m=1 and for each m writing the m-th

realization of ξ as mξ gives the corresponding

Monte Carlo estimator

∂
∂xl
uρ,1(τ, .) =

1
M

∑M
m=1

(
∂
∂xl

f(g(τ,xk,mξ),xn−k)pxn−k(τ,x
k;0,g(τ,xk,mξ))

φ(τ,xk,g(t,xk,mξ̃))

)
+ 1
M

∑M
m=1

(
∂
∂xl

∫ τ
0
∑n
i=k+1 ρµi(g(s, x

k,m ξ), xn−k)×

∂f
∂xi

(s, g(s, xk,m ξ̃),Fτxn−k)
p
xn−k(τ,x

k;s,g(s,xk,mξ))

φ(s,xk,g(s,xk,mξ))

)
,

(155)

and similar for the correction terms.
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